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Abstract

The crystal structure, thermal vibrations and electron
density of the peptide N-acetyl-l-tyrosine ethyl ester
monohydrate, C13H17NO4.H2O, have been analysed
using single-crystal X-ray diffraction data collected at
110 K with Mo K� radiation to a resolution of
�sin �=��max � 1:1 AÊ ÿ1. A CCD area detector was used
to collect 98 393 data during one week. A multipolar
atom density model was ®tted against the 10 189 unique
data with I > 2�(I) [R(F) � 0.027, wR(F) � 0.020, g.o.f.
� 0.65] in order to map the valence electron distribu-
tion. These deformation densities compare very well
with those obtained from conventional diffractometers
equipped with scintillation detectors. This work shows
that area detectors permit charge density studies in a
more routine way than is possible with conventional
diffractometers.

1. Introduction

It is well known that charge density studies need accu-
rate X-ray diffraction measurements and careful data
reduction. This step, which requires considerable
experimental expertise, is very time consuming when
using a conventional diffractometer equipped with a
one-point-scintillation detector. Two-dimensional (2D)
detectors like CCDs (charge-coupled devices) or
imaging plates are widely used in protein crystal-
lography and are becoming more and more popular for
routine crystal structure determinations (2±24 h data
collection times). However, until recently very few
electron density studies have been carried out using 2D-
detector data. The ®rst experiments using conventional
X-ray sources and 2D detectors devoted to charge
density studies were discussed in a session of the XI
Sagamore conference (August 1997, Prince Albert,
Canada) by Coppens (1997) and Pinkerton (1997), and
at the BCA Spring Meeting (April 1998, St Andrews,
Scotland) by Dahaoui et al. (1998). Other experiments
using synchrotron radiation at HASYLAB, Hamburg,
Germany, (Koritsanszky et al., 1998) and at the ESRF,
Grenoble, France, (Graafsma et al., 1998) have estab-

lished the possibility of carrying out accurate measure-
ments for charge density work.

In this paper we discuss the results of one of the ®rst
accurate charge density studies obtained from a CCD-
based diffractometer: we show that this seven-day data
set gives precise details of the charge density which
would have needed at least one month of data collection
time on a conventional diffractometer.

The results of the study of N-acetyl-l-tyrosine ethyl
ester monohydrate will be archived in our charge-
density data bank of peptides and related compounds
(Pichon-Pesme et al., 1995; Jelsch et al., 1998). Indeed,
the ®ne description of the electron density can be
extended to structures of lower resolution by applying
the notion of transferability of the charge and density
parameters.

2. Data collection and data reduction analysis

The crystal structure at room temperature of N-acetyl-l-
tyrosine ethyl ester monohydrate was ®rst reported by
Pieret et al. (1972) (R � 0.107) and re®ned (to R �
0.052) by Soriano-GarcõÂa (1993).

A good quality crystal (0.3 � 0.2 � 0.2 mm) was
selected for the X-ray diffraction study. A preliminary
short and quick data collection on a Siemens SMART
CCD-based diffractometer (50 kV and 40 mA) at room
temperature with Mo K� radiation con®rmed without
ambiguity that it was orthorhombic, space group
P212121. This room-temperature data collection was
performed as follows: the data covered a sphere of
reciprocal space by combining four sets of runs; each set
had a different ' angle (0, 88, 180 and 268�) and each
frame covered 0.3� in ! for 10 s exposure time. The
crystal-to-detector distance was 4.51 cm. The data were
99% complete to 55� 2� [(sin �/�) � 0.77 AÊ ÿ1]. Crystal
decay was monitored by repeating the 50 initial frames
at the end of the data collection and analysing the
duplicate re¯ections. Cell parameters [a � 7.3827 (2), b
� 13.1421 (4), c � 14.5150(4) AÊ ] were retrieved using
SMART software (Siemens, 1995) on 411 selected
re¯ections. Data reduction was performed using SAINT
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software (Siemens, 1995), which corrects for Lorentz
and polarization effects, and decay. The structure was
solved by direct methods using SHELXS86 (Sheldrick,
1990) and re®ned by a least-squares method on F2 using
SHELXL93 (Sheldrick, 1993). All H atoms (including
the H atoms of the water molecule) were located by
difference Fourier synthesis. The re®ned parameters
included anisotropic mean-square displacements for
non-H atoms, and positions and isotropic mean-square
displacements for H atoms [R(F2) � 0.038]. Details of
the experiment, fractional coordinates, displacement
parameters, bond distances and angles have been
deposited as supplementary material.²

As the room-temperature crystal structure was of
good quality and as intense diffraction was observed for
high 2� values, this crystal was deemed suitable for a
charge density study. The crystal was cooled to 110 K
with an Oxford Cryostream N2 open-¯ow cryostat and
the unit-cell parameters were re®ned. The ASTRO
program (Siemens, 1995) was then used to check the
completeness to a given resolution with the required
level of redundancy. Then two batches of data were
collected: the ®rst one at low � covered the whole sphere
of reciprocal space up to 55� in 2� and the second (high-
order) batch was 93.8% complete to at least 109� in 2�.
Low-angle frames were collected for 20 s and high-angle
frames for 40 s in order to increase the precision of the
measurements and to compensate for the decrease of
the diffracted intensity at high 2� values. Each run had a
different ' angle and each frame covered 0.2� in ! in

order to obtain accurate intensity pro®les. The ®rst low-
order runs were repeated because the valence electron
density information is carried by the low-angle re¯ec-
tions. The complete data-collection strategy is summar-
ized in Table 1. A total of 9764 frames were collected
over a period of seven days.

The unit cell was then re®ned using 512 re¯ections of
the low-angle batch only, with a threshold I/�(I) > 50,
and with a minimum and maximum resolution of 0.5 and
0.8 AÊ ÿ1, respectively [cell parameters obtained: a �
7.235 (2), b � 13.056 (4), c � 14.415 (4) AÊ ]. Data
reduction was performed as for the room-temperature
data for Lorentz and polarization effects [SAINT;
Siemens (1995)]. The procedure of integration of frames
is described by Kabsch (1993). Each three-dimensional
peak pro®le was placed inside a three-dimensional box
of a given size. The size of the box is constant for all low-
angle frames and 1.5 times larger in terms of peak width
(x and y directions) for high-order frames because of the
K�1 and K�2 splitting. Although absorption is negligible
with Mo K� radiation (� � 0.098 mmÿ1), the intensities
have been corrected for beam inhomogeneity and decay
using SADABS (Sheldrick, 1996).

Of the 98 393 integrated re¯ections 610 were
measured only once and 97 783 were multiple
measurements which, on averaging using SORTAV
(Blessing, 1987), gave 14 787 unique structure-factor
amplitudes to a resolution of (sin �/�)max � 1.1 AÊ ÿ1.
Internal agreement factors are Rint(F2) � 0.027 and
wR(F2) � 0.032 [w � 1/�2(F2)]. No problem from �/2
contamination appeared in our data set and no
systematically absent re¯ections were observed, in
contrast to the case discussed in detail by Kirschbaum et
al. (1997).

Table 1. A summary of the 110 K X-ray data collection strategy

Run No. 2� !0 ' � Frames Time per frame (s)

0² ÿ29 ÿ26 0 54.70 909 20
1² ÿ29 ÿ21 88 54.70 635 20
2² ÿ29 ÿ26 0 54.70 50 20
3² ÿ29 ÿ26 180 54.70 909 20
4² ÿ29 ÿ21 268 54.70 635 20
5² ÿ29 ÿ26 0 54.70 50 20
12 ÿ29 ÿ26 0 54.70 909 20
13 ÿ29 ÿ21 45 54.70 635 20
14 ÿ29 ÿ26 0 54.70 50 20
15 ÿ29 ÿ26 135 54.70 909 20
16 ÿ29 ÿ21 225 54.70 635 20
17 ÿ29 ÿ26 0 54.70 50 20
18 +29 ÿ26 0 54.70 200 20
19 ÿ74 ÿ66 0 54.70 901 40
20 ÿ74 ÿ66 90 54.70 901 40
21 ÿ74 ÿ66 180 54.70 901 40
22 ÿ74 ÿ66 270 54.70 901 40
23 ÿ74 ÿ66 45 54.70 451 40
24 ÿ74 ÿ66 135 54.70 451 40
25 ÿ74 ÿ66 225 54.70 451 40
26 ÿ74 ÿ66 315 54.70 451 40

² Frame collection repeated twice.

² Supplementary data for this paper are available from the IUCr
electronic archives (Reference: AN0551). Services for accessing these
data are described at the back of the journal.
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3. Re®nement

The charge density model was obtained from the
multipole model (MOLLY; Hansen & Coppens, 1978).
In addition to a scale factor and the conventional atomic
and displacement parameters, several atomic density
deformation parameters were re®ned. The electron
density of an atom is described by

�atom�r� � �core�r� � Pv�
3�v��r�

�Plmax

l�0

�03Rl��0r�
Pl

m�0

Plm�ylm���; '�;

where �core and �v are the spherically averaged core and
valence electron density, ylm represents the multipolar
spherical harmonic angular functions in real form, Rl

represents the Slater-type radial functions and �, �0 are
the contraction/expansion coef®cients of the perturbed
density. The coordinates r, � and ' refer to the local
atom-centred Cartesian axes. Pv is the re®ned valence
population parameter, which gives the charge transfer
with respect to the number Nv of electrons in the valence
orbitals of the atom; the net charge is (NvÿPv). Plm are
the multipolar population parameters.

The real and imaginary dispersion corrections to the
form factors (Creagh & McAuley, 1992) were used in the
structure-factor calculations. First a high-order (HO)
re®nement was performed, using 3060 re¯ections with
0.9 < sin �/� < 1.1 AÊ ÿ1 and I > 2�(I), to obtain the best
estimate of the atomic positions and displacement
parameters of the non-H atoms. All xyz and Uij were
re®ned. Convergence was achieved at R(F) � 0.064,
wR(F) � 0.067 and g.o.f. � 0.68. At the end of the HO
re®nement, the rigid-bond test (Hirshfeld, 1976) was

applied for non-H atoms: the test gives hopeful results
with a maximum discrepancy �Z2� 7� 10ÿ4 AÊ 2 for the
C2ÐO1 and C3ÐO2 bonds. The positional and
isotropic displacement parameters of the H atoms were
re®ned at low angle (sin �/� < 0.5 AÊ ÿ1), then the H
atoms were shifted along the Csp3ÐH, Csp2ÐH, OWÐ
H and NÐH bond vectors to average bond-distance
values determined from neutron-diffraction studies
(Allen, 1986) of 1.085, 1.076, 0.96 and 1.032 AÊ , respec-
tively. These distances were kept ®xed during all further
re®nements. The multipolar re®nement was carried out
using all 10 189 re¯ections with I > 2�(I) with the
following strategy: scale factor, Pv then �, Pv and �, Plm

then �0, xyz and Uij for the non-H atoms. Then all the
parameters were re®ned together with all multipolar
parameters except �0 of the H atoms. At each step the
re®nement was cycled until convergence. The H-atom
coordinates were also shifted to neutron-diffraction
values at each step and H-atom isotropic displacement
parameters were adjusted (sin �/� < 0.5 AÊ ÿ1). During
the re®nement no extinction correction was deemed
necessary. In the multipolar re®nements, the multipole
expansion was truncated at the octopole level for all
non-H atoms and one single dipole centered on the H
atom along the C(O,N)ÐH bond was calculated.
Besides the constraint of electroneutrality of the unit
cell, the H atoms Hsp2 linked to C atoms (CD1, CD2,
CE1 and CE2) of the tyrosine group were assumed to
have identical electron density deformations. At the end
of the re®nement, statistical factors were R(F) � 0.027,
wR(F) � 0.020 [w � 1/�2(F)] and g.o.f. � 0.65 for 10 189
observed re¯ections [I > 2�(I)] and Npar � 544; six
re¯ections only had (|Fobs|ÿ|Fcalc|/�) > 3. The results of a
rigid-bond test are excellent, as shown in Table 2. It is

Table 2. Bond-vibration analysis

Z2 is the squared amplitude in the bond direction (AÐB) and �Z2 is the difference for the atom pair. hX2i is the mean-square amplitude
perpendicular to the bond. The bond lengths have been corrected for rigid motion (Busing & Levy, 1964).

Corrected
Atom A Atom B Z2

A Z2
B �Z2 hX2

Ai hX2
Bi length (AÊ )

CA N 0.0112 0.0109 ÿ0.0004 0.0110 0.0132 1.4452
C O 0.0129 0.0130 0.0001 0.0129 0.0191 1.2415
C N 0.0127 0.0124 ÿ0.0004 0.0130 0.0124 1.3473
C C1 0.0119 0.0124 0.0005 0.0135 0.0251 1.5125
C2 O1 0.0105 0.0106 0.0002 0.0126 0.0250 1.2210
C2 O2 0.0112 0.0116 0.0004 0.0123 0.0166 1.3253
C2 CA 0.0092 0.0096 0.0004 0.0133 0.0119 1.5302
CD1 CG 0.0131 0.0127 ÿ0.0004 0.0162 0.0125 1.3987
CD1 CE1 0.0123 0.0122 0.0000 0.0167 0.0163 1.3959
C3 O2 0.0098 0.0094 ÿ0.0005 0.0219 0.0177 1.4530
C3 C4 0.0160 0.0163 0.0003 0.0188 0.0315 1.5051
CB CA 0.0122 0.0121 ÿ0.0001 0.0143 0.0106 1.5410
CB CG 0.0112 0.0109 ÿ0.0003 0.0148 0.0133 1.5139
CZ CE1 0.0105 0.0106 0.0001 0.0155 0.0171 1.3971
CZ OH 0.0109 0.0112 0.0003 0.0153 0.0222 1.3723
CE2 CZ 0.0116 0.0118 0.0002 0.0213 0.0148 1.3960
CD2 CE2 0.0119 0.0119 0.0000 0.0190 0.0212 1.3956
CD2 CG 0.0116 0.0114 ÿ0.0002 0.0191 0.0131 1.3946
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therefore clear that electron density parameters are
deconvoluted from the displacement parameters. The
low values of the g.o.f. at high order and at the end of the
multipolar re®nement show that all low- or high-reso-
lution frames are integrated in the same way and the
experimental s.u.'s are uniformly overestimated by the
data reduction program SAINT. This underestimated
weighting scheme may have some effect on tiny details
of the deformation density. Pv, �, Plm and �0 parameters
of the converged model have been deposited as
supplementary material.²

Fig. 2. (a) Residual density of the peptide bond. Non-zero contours are
shown at intervals of 0.05 e AÊ ÿ3, negative contours are dashed. The
residual density map is calculated by Fourier synthesis according to
��res�r� � �1=V�PH�jFobs�H�j ÿ jFmul�H�j� exp�i�'mul ÿ 2�H:r��.
(b) Experimental deformation density of the peptide bond
calculated by Fourier synthesis according to ��exp�r� �
�1=V�PH�jFobs�H�j exp�i'mul� ÿ jFsph�H�j exp�i'sph�� exp�ÿ2�iH:r�.
Contours are shown at intervals of 0.05 e AÊ ÿ3.

Fig. 1. ORTEP (Johnson, 1976) view of the packing of C13H17NO4.H2O
with 50% probability displacement ellipsoids for non-H atoms.
Symmetry codes: molecule (1) x, y, z; molecule (2) x, 1 + y, z;
molecule (3) ÿ1

2 + x, 1
2 ÿ y, 1 ÿ z; molecule (4) ÿx, 1

2 + y, 1
2 ÿ z;

molecule (5) ÿx, ÿ1
2 + y, 1

2 ÿ z; molecule (6) x, ÿ1 + y, z. Hydrogen
bonds are indicated by dotted lines.

² See deposition footnote on p. 227.
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4. Discussion

Fig. 1 gives an ORTEP (Johnson, 1976) view of the local
molecular packing. A critical examination of the resi-
dual density maps calculated for all data with I > 2�(I)
permits discussion of the quality of the X-ray measure-
ments and re®nements. For example, Fig. 2(a) gives the
residual experimental deformation density calculated in
the peptide-link plane. Fig. 2(a) does not show any
contour greater than 0.1 e AÊ ÿ3 [i.e. typically twice the
estimated deformation electron density standard
uncertainty in the unit cell: internal and external esti-
mates of the average error in the experimental defor-
mation maps (Cruickshank, 1949) are 0.08 and
0.05 e AÊ ÿ3, respectively], indicating that the noise level
in the experimental data is low and con®rming the high
quality of the data.

The experimental deformation density in the same
peptide-link plane as in Fig. 2(a) is given in Fig. 2(b). It is
calculated using 7129 observed re¯ections with sin �/� <
0.9 AÊ ÿ1 and I > 2�(I). The bonding density in the CÐN,
CÐC1 and CÐO bonds is 0.60 (5), 0.50 (5) and
0.55 (5) e AÊ ÿ3, respectively, and the O-atom lone pair is
clearly observed. The average bonding density for the
CÐC bonds of the tyrosine group is 0.60 (5) e AÊ ÿ3.
These results agree quantitatively with previous X-ray
diffraction studies and with ab initio SCF deformation
density maps (Stevens et al., 1978; Swaminathan et al.,
1984; Lecomte et al., 1992; Souhassou et al., 1991, 1992).
The experimental deformation density of the ester
group and water molecule is also very well resolved and
resembles those obtained for other peptides.

5. Conclusion

Precise electron density in molecular compounds can
now be obtained with excellent accuracy in a much
shorter time by using high-resolution low-temperature
X-ray diffraction data from a CCD area detector. This
will allow us to build a complete data bank of transfer-
able experimental electron density parameters (i.e.
aspherical scattering factors) for structures of lower
resolution in the very near future.
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